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AI GOVERNANCE AND 
QA FRAMEWORK:
AI Governance Process Design
By Elias Altrabsheh, Martin Heitmann, FRM, and Albert Lochbronner

Artifi cial intelligence (AI) has the potential to 
benefi t the pharmaceutical industry and its 
GxP-regulated areas. Several pharmaceutical 
companies are currently running digital pilots; 
90% of large pharmaceutical companies 
have initiated AI projects [1]. However, their 
implementation remains limited, mostly due 
to a lack of robust validation procedures. 
Hence, there is a need to develop a robust 
governance framework to ensure that 
integration of AI into workfl ows is possible 
while simultaneously ensuring that evaluation 
standards are still met. The proposed 
framework presented in this article provides 
a general organizational and procedural 
structure for developing and sustaining AI 
solutions in GxP-relevant contexts. 

T
he framework’s holistic concepts can be integrated with cur-
rent regulatory developments that are driven by both interna-
tional and national regulatory bodies [2–6].
A� er having published the AI maturity model [7] with regard 

to autonomy and control, including a dynamic development path 
along the life cycle of an AI application, we continue our article 
series with our AI governance and quality assurance framework. 
This framework provides a general organizational and procedural 
structure for developing and sustaining AI solutions in GxP-
relevant contexts. 

Our holistic concept covers the focus areas shown in Figure 1, 
packaged in an AI quality assurance master plan. This overarch-
ing structure enables harmonization across AI initiatives from a 
top-down approach while retaining the flexibility to tailor the 
operational procedures for each initiative that would be governed 
by this master plan and facilitates respective cooperation across 
AI initiatives:

 ▪ Corporate culture: The development of AI solutions generally 
requires a shi�  in mindset by embracing change and adaptive 
learning on both the corporate and individual levels as opposed 
to “frozen state” approaches. 
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Figure 1: Focus areas in an AI quality assurance master plan, including internal and external drivers.
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 ▪ People and skills: E� ective AI development and quality assur-
ance require a large set of stakeholders—typically organized in 
di� erent business units—who need to be aligned in a structured 
manner to foster a collaborative environment.

 ▪ AI governance process design: AI solutions are inherently evo-
lutionary in their nature. Their purpose is to continuously learn 
from new insights and data. Therefore, the process design must 
support this iterative nature and simultaneously ensure the 
quality required in a GxP-relevant context.

 ▪ Information, data, and sources: These assets are the fuel for every 
AI solution, and they need to be carefully evaluated with regard 
to quality standards.

 ▪ So� ware and algorithms: AI-featured algorithms come in many 
forms, from self-developed to freely available so� ware. In addi-
tion to the choice of the actual AI model, the implementation is 
important to consider, in particular given the complex nature of 
many AI algorithms (e.g., deep neural networks).

 ▪ Services, infrastructure, and platforms: AI solutions are typically 
accompanied by large amounts of data. Real-time performance 
hardware and infrastructure are required for the AI solution to 
run during production.

This article covers (see Figure 2):
 ▪ Overview of the process design: In this section, we present an 

overview of the processes that should accompany the life cycle 
of an AI application.

 ▪ Initial GxP assessment phase: As a � rst step, we propose a struc-
tured preliminary analysis, which should assess whether an AI 
solution should be introduced in a speci� c context.

 ▪ Iterative process design: Re� ecting the evolutionary nature of AI 
solutions, we propose a process design that develops iteratively. 
Our step-by-step approach includes quality assurance activities 
and clearly delineates responsibilities for all those involved in 
the process.

OVERVIEW OF THE PROCESS DESIGN
The AI governance process design begins by asking the following 
question: Where should AI be applied in the product life cycle so it 
leads to enhancements of the existing quality management system 
and ensures appropriate governance and risk management related to 
the application of AI in a regulated environment? To answer this 
question, consider that AI applications are evolutionary by their very 
nature:

 ▪ As new data are generated and collected, the AI solution should adapt 
to new situations or re� ne former results for continuous improvement.

 ▪ As technology evolves, and new AI algorithms become feasible, new 
modeling opportunities arise that may provide more value from a 
bene� t or risk perspective.

 ▪ As AI solutions build incremental understanding for the use cas-
es and the best modeling alternatives, new use cases might be 
identi� ed in the course of the AI application’s life cycle.

 ▪ As the regulatory framework and interpretation changes, new 
requirements may be imposed that provide new opportunities for 
applying AI solutions.

With the interconnection of AI, existing quality management sys-
tems, and classical computerized systems in mind, the proposed 
high-level AI governance process design consists of three dedicated 
phases:
1.  Project initiation and initial GxP assessment should provide a 

valid entry point for the actual development of the solution, guided 
by a clear management decision.

2.  Development, quality assurance, and productive operation should 
be conducted via an iterative, yet tightly controlled, approach and 
re� ect the evolutionary nature of AI solutions.

3.  Product discontinuation and retirement should be considered, 
even at the initiation of the project, especially in an AI context 
since the data characteristics—and therefore the results—may 
drastically change when the solution is phased out.

Figure 2: Initial GxP assessment and iterative processes that should govern the AI solution life cycle.
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INITIAL GxP ASSESSMENT PHASE
AI systems that will function in the GxP area, such as inspection 
systems in production or systems processing pharmacovigilance 
data, need to comply with the classical pharmaceutical models for 
a quality management system as proposed by the International 
Council for Harmonisation  of Technical Requirements for 
Pharmaceuticals for Human Use (ICH) Harmonised Tripartite 
Guideline Q10: Pharmaceutical Quality System [7].

This model for a pharmaceutical quality system can be imple-
mented throughout the di� erent stages of a product life cycle, from 
pharmaceutical development to technology transfer to commercial 
manufacturing, until product discontinuation (see Figure 3). 

The elements of the pharmaceutical quality management 
system include the following: Process performance and product 
quality monitoring system; corrective action and preventive 
action (CAPA) system; change management system; and man-
agement review of process performance and product quality. 

Since substantial resources may be involved in the develop-
ment of an AI solution, an informed management decision should 
be made regarding the general feasibility of the AI solution. To 
facilitate the decision-making process, formal assessments for 
planned AI use cases supporting the quality management system 
elements within the life cycle phases should be implemented to 
answer the following key questions:

 ▪ Is the implementation of a planned AI use case permi� ed?
 ▪ Are there any external requirements (e.g., regulatory, ethical, 

legal, or customer related) that prohibit the use of AI?
 ▪ Are there any internal requirements (e.g., business sector, organ-

izational) that prohibit the use of AI?
 ▪ Is an AI approach suitable for the speci� c use case?
 ▪ Is the impact on processes, functionality, and data integrity fully 

transparent?
 ▪ Are risk assessments, including acceptable risk mitigation 

measures, applicable?
 ▪ Can we expect data of su�  cient quality (for development and 

during production) for the AI system to operate in production?

To answer these questions, the following are required: a dra�  of 
the intention of use, the operational design regarding human 

oversight, a high-level risk assessment, a regulatory check of 
whether an AI solution is actually permi� ed to be applied in this 
context, and the identi� cation of suitable data sources.

All relevant stakeholders should be included in the assessment 
to consider all aspects of a planned AI use case; at a minimum, 
process owners (business), system owners (IT), and quality dele-
gates should be represented in the evaluation. From a manage-
ment point of view, suitable personnel should be identified who 
will be in charge of development, quality assurance, and produc-
tive operation. At this stage, the retirement approach of the AI 
solution should be dra� ed (“exit strategy”).

ITERATIVE PROCESS DESIGN
As part of the iterative process design, we suggest two streams: 
one focusing on development activities, and the other focusing on 
stringent quality assurance. However, these two streams are 
closely interlinked and provide feedback as well as de� ned arti-
facts. At the same time, this design provides for the separation of 
duties to ensure a four-eye principle for the development of AI 
solutions in GxP-relevant contexts.  In this case, four-eye principle 
means that any AI application may go productive only if at least 
two independent parties, as in the development and the QA 
stream, have assessed its quality. Further layers of control would 
be added with management involvement and potentially addi-
tional parties such as external auditors.

The separation of duties between the development stream and 
the independent quality assurance stream of the intended use can 
be achieved using one of the following means:

 ▪ Organizational: Separation of development and the involvement 
of independent quality assurance.

 ▪ Procedural: Separate responsibilities among development 
and quality assurance within an integrated process, but with 
di� erent process owners in person.

These approaches should ensure that the quality dimensions that 
are required for safe and e� ective productive use are met. These 
concepts are summarized in Figure 4.

An iteration leads to a defined version of the AI solution and 
covers both the development and the quality assurance streams. 

Figure 3: Overview of AI application fi elds in the pharmaceutical production process and value chain.
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An iteration may last as long as the use case requires. The follow-
ing aspects should be considered:

 ▪ Longer iterations involve more risk for the current implemen-
tation phase and increase the potential for friction between the 
development and the independent quality assurance streams.

 ▪ The lengths of the iterations may change during the lifetime 
of the application as long as the two streams are appropriately 
synchronized.

 ▪ Relevant input for the length of the iteration should depend on 
the speed of new data and the input generated by customers, 
patients, or stakeholders, which originates from post-marketing 
surveillance activities.

Development Stream
The development cycle involves all activities needed to produce an 
AI release candidate, i.e., a packaged solution that can be deployed 
on a suitable infrastructure and that will be assessed for � tness for 
production along with required documentation. Multiple cycles 
could be applied during the lifetime of the AI application, which 
means that there are two general types of development cycles:
1.      Initial development iteration: Usually, only historical data and 

a dra�  for the intention of use are available in the � rst develop-
ment cycle. Also, the development should be completely 
decoupled from production in order to mitigate any risks on 
the actual GxP-relevant process.

2.     Subsequent iterations: Later development cycles pro� t from a 
more re� ned intention of use and risk assessment as a basis for 
further development. In addition, these cycles may react to 
� ndings generated during independent quality assurance and 

post-marketing monitoring in case a version of the AI system is 
already in operation. The development activities should be 
conducted in a manner that mitigates any risks on the actual 
productive process.

However, the following structure meets the needs of both the 
initial and subsequent cycles by following a � ve-step approach:
1.    Intended use speci� cation: In the beginning of every cycle, it 

should be speci� ed what optimization targets the AI solution 
should achieve. In addition, the speci� c environment (e.g., phys-
ical environment, users, and other stakeholders) in which the 
application will operate should be speci� ed. The initial analysis 
is concluded by a stringent risk assessment regarding AI-speci� c 
risks and other risks related to the application. The intended use 
may be expanded or altered in each cycle while maintaining an 
overview of the application’s target and its inherent risks.

2.    Model design: Given the intended use, a suitable modeling strat-
egy should be chosen from clustering analysis, binary decisions, 
or probability estimates. Suitable data sources and use-case-
driven feature de� nitions may be created. With a use-case-driven 
approach, all techniques to design features from their expected 
behavior within the data set or the classi� er without necessarily 
doing a quantitative analysis at this stage of the process are in 
place. Hence, the expert expectation is formulated, which is 
assessed and augmented based on the data-driven features in 
the following steps. As a result of this phase, a functional model 
speci� cation is created that shows how the AI solution is designed 
to solve the problem imposed by the intention of use.

3.         Data acquisition and model engineering: This step involves all 

Figure 4: Iterative processes and the AI quality dimensions.
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An iteration may last as long as the use case requires. The follow-
ing aspects should be considered:
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� ndings generated during independent quality assurance and 

post-marketing monitoring in case a version of the AI system is 
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activities necessary to turn the model design into a working AI 
system in a development environment and potentially a test 
environment. These activities typically include the following:

  ▪  The provision, preparation, and quality assurance of selected 
data per the model design. Data might need to be augmented 
or imputed as justi� ed by the use case.

  ▪ The implementation and packaging of the actual AI so� ware 
and its adjacent non-AI components.

  ▪ The implementation of deployment routines that deliver the 
AI system to a suitable infrastructure.

4.         Model pipeline smoke testing: In this step, the model mechan-
ics should be quality assured. Crucial points are data interfaces 
(e.g., input data or parameters) where the adherence to the data 
and model conventions should be checked (e.g., positive or 
negative weights). Furthermore, the non-AI elements of the 
solution should be veri� ed using classical computerized so� -
ware validation.

5.       Model training and � ne-tuning: Once the model can be applied 
to the data, the model should be trained on a de� ned training 
set. Based on the � rst results, the model may be � ne-tuned, and 
further features may be developed while reaching a set of suita-
ble models for productive use and challenger models (i.e., mod-
els that are running parallel to the productive model to provide 
ideas for further improvements). In order to measure the 
improvement during � ne-tuning, the development team will 
implement suitable quality measures to reach the optimum 
model given the intention of use. The result of this step is a set of 
potentially (i.e., from a technical point of view) releasable mod-
els, ready for subsequent quality assurance activities.

Independent Quality Assurance Stream
The independent quality assurance stream should be applied as 
o� en as the development stream runs. With potential additional 
runs (e.g., for regular or ad hoc quality inspection), this process 
should be streamlined as much as possible. The � ve-step approach 
mimics the development cycle:

QA planning 
The scope of analysis—based on the intention of use and identi� ed 
risks—should be determined, involving acceptable qualitative 
and quantitative outcomes and measures. In addition, specific 
action should be formulated if thresholds or limits are not met as 
guidance for the further development of the AI solution.

 QA pipeline implementation 
Since the quality assurance should be run often in this iterative 
se� ing, analyses and quality assurance steps should be automated 
to the extent possible. Although most of the quality assurance 
activities should be automated, a process may start by relying 
more on manual steps if the integrity of the quality assurance 
outcomes are protected. This quality assurance pipeline should be 
tested with regards to good software development practices, 
including performance summaries and management reports. 

Finally, more organizational and qualitative facets of the quality 
assurance exercise should be aligned (e.g., subject ma� er expert 
or user interviews and expert panels) to allow for a smooth opera-
tional process.

QA plan execution
 Once the AI application’s release candidate is handed over from 
the development stream to the independent QA stream, the release 
candidate is deployed on the QA team’s infrastructure and suitable 
test data is delivered to their environment. The QA team is, in 
general, responsible for the test data that is delivered, especially 
with regard to the representativeness of the data vis-a-vis the 
intention of use. However, as the provisioning of test data may 
require complex data pipelines, the QA team may leverage exist-
ing data pipelines that were developed during the development 
stream as long as they retain full responsibility for the delivered 
data. Now, the quantitative quality assurance analysis is executed. 
Furthermore, ad hoc and qualitative analyses are conducted, and 
the results collected. An important aspect of these exercises is a 
traceable environment to allow for a post-marketing audit; in par-
ticular, all quality assurance results need to be reproducible in 
reasonable time. The time frame in which the results may be 
reproduced may vary with the use case. As a general guidance, the 
timespan of the original QA exercise runtime plus an additional 
setup time up to several days should be justifiable. In our view, 
more important is the exact reproducibility of the results that 
were obtained at the original run rather than the time to retrieve 
the replica.

Evaluation and reporting 
The quality assurance results are investigated, and potential de� -
ciencies are identi� ed given the thresholds and targets in the � rst 
step. The results are prepared for high-level decision-making, 
which involves management recommendations and actionable 
measures, ranging from the deployment decision of the release 

AI systems that will function 
in the GxP area need to 
comply with the classical 
pharmaceutical models for a 
quality management system.
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candidate to specific areas of improvement as guidance for the 
next implementation cycle.

Action and measures defi nition 
On an appropriate management level, a decision is made whether 
to continue with the AI solution. Crucial input for those decisions 
involves the quality assurance results and the functionality-ori-
ented intention of use and risk assessment. The action de� nition 
may involve adjustments to the quality assurance framework 
itself (e.g., measures and quality assurance approach or thresh-
olds). Although actions guide the further development of the AI 
solution, measures are designed to mitigate risks that may be 
identified during the development and quality assurance of the 
model, potentially based on post-marketing information.
A particularly important aspect in the context of GxP is CAPAs. 
Because CAPAs focus on clear de� ciencies of the release candidate 
under investigation, measures of this kind should have priority 
against the continuous improvement of the model. CAPAs may be 
de� ned based on deviations in the overall quality assurance out-
comes of the model (e.g., its predictability or any potential in bias) 
or from available single incidents reported via post-marketing 
studies or other post-marketing information.

INTENTION OF USE, RISK ASSESSMENT, AND AI QUALITY 
DIMENSIONS
The core of each AI application is the intention of use (i.e., what the 
application should achieve). By safeguarding the application of the 
solution, a risk assessment identi� es potential risks before release 
and directs the development and quality assurance activities to 
mitigate those risks while providing the bene� ts speci� ed in the 
intention of use. In the following subsections, we show how these 
items are interlinked and illustrate the application with speci� c 
examples in GxP-relevant contexts.

The following overview shows how the intention of use speci� -
cation, the AI-specific risk assessment, and quality dimensions 
can be identified in a structured manner and what can be con-
cluded from these steps. These activities, as well as the actual 
monitoring of the performance metrics themselves, should be 
seen as an ongoing process, since new signals originating from 
post-marketing surveillance or follow-up studies a� er adopted in 
production may shi�  the AI application’s intention of use, the risk 
pro� le, and the quality measurement. Also, this analysis may pro-
vide input for the positioning in the maturity space for the target 
operating control model design of the AI system.

The intention of use should clearly communicate the purpose 
of the AI solution:

 ▪ What the application should achieve and in which environment 
the application should operate (physical environment, users, 
patient groups, and other stakeholders).

 ▪ What alternatives exist and why an AI solution might provide 
additional bene� ts.

 ▪ The AI-specific risk assessment should reflect the stochastic 
nature of the AI application in addition to classical risks: 

  ▪ What physical, legal, or budgetary impact might arise from 
misclassifications or inaccurate results to the patient, the 
user, the organization, or others? How much would this distort 
acceptance and trust in the data and solution?

  ▪ What risks might threaten the AI development and quality 
assurance iteration or stream as a whole?

 ▪ Quality dimensions should be tailored to the AI solution such that 
identi� ed risks are e� ectively and communicably monitored; and 
suitable thresholds are de� ned that capture the state-of-the-art 
expectations to the AI solutions outcomes and alternative means 
for ful� lling the intended use (if available).

 ▪ Measures should be defined based on the risk assessment to 
mitigate the risks that were identi� ed in the risk assessment or 
given the outcomes of the quality dimensions. Measures should 
be proportionate with regard to the risks involved and the human 
oversight involved in the operation of the AI solution; the choice 
of human control as a mitigation strategy is an important factor 
to shield against AI errors and to foster trust into the application 
of the AI solution. A clear rationale—qualitative and/or quan-
titative—should be provided that shows the suitability of said 
measures, focusing on risk mitigation.

The regular evaluation as per the quality assurance stream 
should provide a decision basis for the subsequent development 
activities and measures. Regarding the release of a new version, 
an AI solution release candidate passes the quality assurance 
check if risks are mitigated according to the quality dimension 
standards, and if it can be demonstrated that the model is the 
best choice given the current state-of-the-art data, development, 
and quality assurance.

The choice of measures, rigor, and transparency implemented 
depends on the risk assessment of the AI application. The same 
risk assessment methodology should be applied for all AI systems 
within the corporation and follow de� ned, clear, and sensible cri-
teria leveraging already implemented risk assessment processes. 
The impact on risk toward patient/consumer safety, product 
quality, and data integrity will drive the quality assurance of the 
AI system and regulatory burden. It should be noted that from a 
regulator’s perspective, a risk-based approach is also desired, and 
inspections focus on critical systems with an impact on public 
health. An established strategy is the two-stage risk assessment 
that involves (a) an initial risk assessment and determination of 
the system impact (GxP applicability determination) and (b) func-
tional risk assessment on the user requirements and system 
functionality as described in the introductory part of the AI gov-
ernance process design.

To provide a structure for measuring the AI application’s 
performance with respect to the intention of use and the risk 
assessment, � ve quality dimensions can be used to validate the 
stochastic nature of AI applications:
1.  Data quality management: Does the productive data adhere to 

data expectations? Is the data in the training set representative 
of productive use?

ARTIF IC IAL INTELLIGENCETECHNICAL
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2.  Use test: Has the system been used according to its intention, for 
its target group or target operation, and according to the speci-
� ed user–machine interaction?

3.  Predictive power: Has the system been able to e� ectively pre-
dict the desired outcome based on its input?

4.  Stability and robustness: Does the model provide consistent 
outputs with regard to the evolution in time of input data and 
the model itself?

5.  Calibration: Does the model exhibit biases on a global level or for 
particular, undesired strati� cations?

Although all quality dimensions are relevant to AI applications 
in general, the actual focus and selected measures can be tai-
lored to the intention of use and the risk assessment. This 
means that measures and thresholds of quality dimensions 
should be chosen in a risk-based manner, reflecting the most 
critical aspects of the AI solution as per risk assessment. Also, 
priorities and trade-offs have to be chosen in this regard; for 
example, the predictive power and the stability commonly 
result in con� icts that have to be resolved based on stakeholder 
(i.e., users, patients) expectations and the risk appetite in line 
with the corporation’s AI strategy.

CONCLUSION
While AI- and machine-learning-specific regulations are cur-
rently under development, more detailed guidance is needed to 
turn these regulations into AI solutions that can be applied in 
GxP-relevant contexts. With its stepwise process design, the AI 
governance and quality assurance framework ensures both full 
and auditable process control and agility, which are necessary to 
successfully bene� t from these new technologies and unlock their 
full potential. Speci� c tasks and responsibilities are encapsulated 
in a structured manner but are still � exible enough to be applied to 
a speci� c context of an AI solution. In further publications, we will 
elaborate on other focus areas of our AI governance and quality 
assurance framework, with further details regarding both techni-
cal considerations (e.g., IT security) and organizational challenges 
when introducing AI development at a corporation. We believe 
that the approach described in this article has considerable poten-
tial for application in other life science industries.  

The AI governance and quality 
assurance framework ensures 
both full and auditable process 
control and agility.
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